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Clothing Cosegmentation for Shopping
Images With Cluttered Background

Bo Zhao, Xiao Wu, Member, IEEE, Qiang Peng, and Shuicheng Yan, Senior Member, IEEE

Abstract—In this paper, we address an important and practical
problem of clothing cosegmentation (CCS): given multiple fashion
model photos with natural backgrounds on e-commerce websites,
to automatically and simultaneously segment all images and extract
the clothing regions. However, cluttered backgrounds, variations
in colors and styles, and inconsistent human poses all make it a
challenging task. In this paper, a novel CCS algorithm is proposed
to improve the accuracy of clothing extraction by exploiting the
properties of multiple clothing images with the same apparel.
First, the co-salient objects are computed by detecting the upper
bodies of fashion models and transferring their locations within
multiple images. Based on the coarse clothing regions determined
by the upper body localization and co-salient object detection, the
foreground (clothing) and background Gaussian mixture models
are estimated, respectively. Finally, the clothing region in each
image is extracted through energy minimization based on graph
cuts iteratively. The proposed cosegmentation algorithm is mainly
designed for multiple clothing images. As a byproduct, it can also be
applied to single image segmentation without any modification. The
experiments demonstrate that the proposed approach outperforms
the state-of-the-art cosegmentation methods as well as traditional
single image segmentation solution for shopping images.

Index Terms—Clothing extraction, cluttered background,
cosegmentation, segmentation, shopping images.

I. INTRODUCTION

NOWADAYS, online shopping is becoming an increasingly
attractive and convenient shopping way for millions of

web users, especially for female customers. There are billions
of diverse products available on e-commerce websites such as
eBay, Amazon and Alibaba. In addition, the emergence of social
image sharing websites, such as Pinterest, Instagram and Flickr,
further accelerates the progress of social and personalized e-
commerce. This paper focuses on the clothing images, which
occupy a large portion of the online product images with great
diversity.
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Fig. 1. Clothing images from online clothing shopping websites usually have
complex backgrounds, variations in colors and styles, different lighting condi-
tions, inconsistent human poses, viewpoint changes, and part occlusion, which
make clothing extraction a challenging research task. Meanwhile, in order to
better demonstrate the dressing effects of the clothes to attract consumers, the
sellers usually take multiple photos of the fashion model wearing the identical
clothes from different viewpoints.

To demonstrate the real dressing effects, the sellers usually
upload the photos of fashion models wearing the clothes for sale.
These clothing images usually contain cluttered backgrounds
which can be outdoor scenes or indoor decorations. In addition,
fashion models often have various poses, standing, sitting or
even lying down. The pictures are captured from different an-
gles, mainly from front and side, and in rare cases from the back.
Moreover, some portions of these clothes are usually occluded
by human parts (e.g., arms and hands) and personal belongings
(e.g., handbags). Fig. 1 illustrates some examples from Taobao,
raising a challenging research task, which has not been fully
studied yet.

The aforementioned factors significantly affect the image
search and retrieval. Current image search engines treat the
images as a whole for both query images uploaded by users
and product images on e-commerce websites. They have no
idea of the target objects and the backgrounds. Due to com-
plex backgrounds, the search engines usually return irrelevant
results and the desired clothes are totally absent. Therefore, how
to efficiently and effectively extract clothing objects and remove
backgrounds becomes valuable and critical.

Image segmentation is an active research topic in computer
vision and multimedia areas, which acts as an effective approach
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to solve this problem. Its purpose is to identify and extract the ob-
ject after removing the background and unrelated information.
However, existing segmentation methods aim at segmenting an
image into multiple regions, which mainly target natural objects,
not specific for clothing. Due to the aforementioned variations,
clothing extraction remains a challenging task. There are few
approaches specifically proposed for clothing segmentation.

Fortunately, we have an interesting observation about the on-
line clothing images. In order to better demonstrate the dressing
effects of the clothes to attract consumers, the sellers usually
take multiple photos of the fashion model wearing the identical
clothes from different viewpoints, which is shown in Fig. 1. Each
row of Fig. 1 demonstrates an image set of the same clothes.
However, the backgrounds are different. These multiple images
provide valuable clues for the clothing extraction. How to fully
leverage the extra information provided by multiple images to
extract the clothing regions is the main work of our clothing
cosegmentation (CCS) approach.

Cosegmentation refers to the process that jointly segments the
common object in two or more images, which was originally
proposed by Rother et al. [1] in the context of simultaneously
segmenting a person or object of interest from an image pair.
The intuition is that the probability of regions or objects to be the
interesting area in an image can be significantly boosted if they
also exist in other images. Cosegmentation has been actively
researched in recent years and been applied to a wide range
of applications such as segmenting highly co-occurring objects
in a photo collection [2], recognizing person through identical
clothing in multiple images [3], etc.

Although the cosegmentation has been extensively studied in
recent years, to the best of our knowledge, CCS has not been
well explored. In our case, we have multiple images which
contain identical clothes. These images may vary in model
pose, lighting condition and background. Different from gen-
eral image cosegmentation, clothing images have their charac-
teristics. They usually contain fashion models wearing beautiful
clothes to better present their actual appearance and promote the
customers’ purchase desire. Besides, the models usually stand
in the center of the images and occupy the main area. Otherwise,
the clothing on the model will be easily ignored by customers.
The styles of apparel are much diverse and complicated with
mixture of various patterns, as shown in Fig. 1. Despite the
promising appeal of cosegmentation, very few algorithms are
applicable to CCS, which motivates us to explore CCS. It re-
quires the cosegmentation approach to not only be adaptable
to heterogeneous images with high variability in content and
complexity, but also integrate the characteristics of clothing.

In this paper, we propose a CCS approach to simultaneously
extract clothing objects from multiple clothing images. This
CCS is based on Graph Cuts [4] with the assistance of upper
body detection and saliency detection. The upper body detection
is first utilized to locate the potential region of clothing, which
can tolerate the variations in human poses and gestures. Be-
sides, the visually salient region in each image is also detected
by transferring the multiple upper body detection results. To
tolerate the detection errors, upper body detection and saliency
detection are combined to coarsely locate the clothing region

in each image. After modeling the Gaussian mixture models
(GMM) of the clothing region and background, the common
clothing regions in multiple images are extracted automatically.
Experiments demonstrate that the proposed approach outper-
forms the state-of-the-art cosegmentation methods as well as
the single image segmentation methods.

In this work, we assume that a set of images containing the
same clothes is given in advance, because our algorithm targets
e-commerce websites, such as Taobao, eBay, Amazon, Mecy’s,
etc. On these websites, we can directly obtain a group of images
containing the same clothing from the product webpage. How-
ever, the websites and SNSs such as Fashionista, The Locals
and Chictopia, mainly provide fashion news or portray fashion
on the streets of major cities all over the world. For this type
of websites, multiple images of the same clothing are not nec-
essarily provided, but our cosegmentation algorithm can also
segment these images since it can also be well adapted to single
image segmentation.

The main contributions of this paper are as follows.
1) A novel CCS framework is proposed to simultaneously

extract the clothing regions in multiple shopping images
that frequently contain a live fashion model with a visible
upper body.

2) A co-saliency detection method leveraging the upper body
detection for multiple clothing images is proposed. The
upper body detection and saliency detection are integrated
into the CCS algorithm to determine the clothing region
coarsely.

3) A new Gibbs energy function is defined to extend the tra-
ditional graph cut-based segmentation to multiple images
and can be optimized efficiently.

4) The proposed cosegmentation algorithm can also be used
for single image segmentation with competitive results.

The rest of this paper is organized as follows. A brief overview
of related work is given in Section II. The framework of the
proposed approach is introduced in Section III. The clothing and
background localization and CCS are elaborated in Sections IV
and V, respectively. Experiments and results are presented in
Section VI. Finally, the paper is concluded with a summary.

II. RELATED WORK

A. Clothing Study

A great deal of work related to clothing has been conducted
in recent years. Pose estimation and supervised region labeling
are used to parse clothing in fashion photographs in [5]. Later, a
retrieval-based approach [6] is incorporated to improve the re-
sults of clothes parsing. By modeling the appearance of human
clothing and surrounding context, the occupation of the person
can be predicted in [7]. In mobile product image search [8],
a location and an outline shape for the query object will be
predicted for each image, which improves the segmentation ac-
curacy. Both works of Liu et al. [9] and Kalantidis et al. [10]
allow a user to upload a daily human photo captured in the
general environment and find similar clothes in online shops.
Magic closet [11] focuses more on the recommendation of most
suitable clothes according to the specified occasion such as
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wedding or dating. It can also automatically pair reference cloth-
ing with the most suitable one from online shops. A fully auto-
matic system [12] is proposed to describe the semantic attributes
for clothing on the human upper body. Pose estimation is used
to help feature extraction and style rules are modeled by ob-
serving co-occurrences of the attributes. In addition, clothing is
used for person identification in [13]. The clothing region is first
segmented based on a clothing model. The facial features and
clothing features are then used to recognize the person in differ-
ent images. In our previous exploration, an interactive product
image search [14] provides a different manner to search for sim-
ilar products. Although many research works on clothing have
been conducted recently, most of the aforementioned works
mainly consider the images with clean backgrounds, which is
not fully adaptive to the real world. There are a great number of
clothing images in online shops which are captured in a daily
environment with cluttered backgrounds, which motivates this
work.

B. Image Segmentation

Image segmentation is a fundamental but challenging prob-
lem in many computer vision applications. In the past few
decades, numerous image segmentation approaches based on
different techniques have been proposed. Most image segmen-
tation approaches solve the problem by assigning a label to
each pixel in a globalization framework. The problem of im-
age segmentation can be reduced to contour detection [15],
which combines multiple local cues such as brightness, color
and texture gradients into a globalization machinery based on
spectral clustering. The appearance-based local methods are in-
tegrated into global approaches in [16] and [17], and better
segmentation results are achieved. Energy-based segmentation
approaches [18]–[21] are very popular in recent years, in which
an object function with a minimal value corresponds to the opti-
mal segmentation. The famous Normalized Cuts [18] computes
eigenvectors of an image and uses a clustering algorithm to
partition an image. However, the eigenvector computation of
Normalized Cut is expensive, which is not suitable for practical
use. Efficient graph cut [19] overcomes the efficiency problem
and has become one of the most popular approaches. As a semi-
supervised approach, Grabcuts [20] needs a manually specified
bounding box around the object to estimate a GMM for the fore-
ground and background, respectively. After the iterative energy
minimization and border matting, the extracted object has very
impressive precision. Based on normalized cuts, the approach
in [21] utilizes a multiscale graph bias to solve the multiscale
normalized cut on a single image. Hierarchal segmentation is
used in [22] to generate some object proposals and top-ranked
regions are likely to be good segmentations of different objects.

In terms of clothing segmentation, the clothing is extracted by
exploiting the human body detection in most existing literature.
The context sensitive grammar in an AND–OR graph representa-
tion is first adopted in [23] to detect the human torso and then
the body is segmented. Human body in static images is seg-
mented based on independent component analysis at two-scale
superpixel [24]. The characteristics of clothing such as location

and structure are taken into consideration in clothing segmen-
tation approaches to establish the clothing model. In [25], the
clothing region is extracted by coarse region localization and
fine foreground/background estimation. Certain areas below the
face are treated as the potential clothing regions according to
the proportion of human body and head. This idea is also used
by O’Hare et al. [26]–[28]. However, these methods are very
sensitive to the face detection and cannot deal with the variety
of poses properly. Therefore, in our paper, we consider the up-
per body detection of models to avoid this problem. Besides,
the salient region is also computed to improve the accuracy of
clothing localization, since the model wearing the clothes is
usually at the salient region in an image.

C. Cosegmentation

Cosegmentation is a hot but not fully explored research topic
in computer vision. Current cosegmentation methods can be
roughly categorized into three groups according to the number
of images and common object classes they deal with. The first
group consists of the methods that can only deal with two or
a small number of images, such as TRGC model [1], L2 norm
model [29], reward model [30] and Boykov-Jolly model [31].
Different from Markov random field (MRF) based models, a
discriminative clustering framework using spectral clustering
technique and positive definitive kernel is proposed in [2] to
separate foreground and background with the largest margin.

The approaches of the second group (e.g., [32]–[36]) ex-
tend the cosegmentation to a large number of images. A scale
invariant method [32] is proposed to segment the common ob-
ject with arbitrary size in different images. The method in [33]
generates a mask by retrieving visually similar objects to coseg-
ment the common object. Some other methods are also proposed
for the cosegmentation task, such as bi-level co-segmentation
(BiCoS) [34], shortest path-based cosegmentation [35], and
CoSand [36]. A BiCoS method [34] is proposed for image
classification. At the bottom level, each image is segmented
individually using the GrabCut algorithm [20] and at the top
level a discriminative classification is performed to jointly seg-
ment multiple images. In [35], a digraph is first constructed by
combining local region similarity and co-saliency values. And
then a shortest path problem is formulated to solve the coseg-
mentation problem. In CoSand [36], each image is cosegmented
into multiple regions based on anisotropic heat diffusion, which
is submodular and can be solved efficiently. It is also adaptive
to web-scale images, but cannot model a heterogeneous object
that consists of multiple distinctive regions (e.g., a person) as a
single foreground.

Recently, the cosegmentation approach is extended to the
multi-class problem, which means a finite number of fore-
grounds repeatedly occur in multiple images, but only an un-
known subset of them is presented in each image. In [37], a
spectral-clustering term and a discriminative term are used to
cosegment multiple class objects. A multiple foreground coseg-
mentation method is proposed in [38], which does not need all
objects to recur in each image. In [39], the unknown object-
like proposals are first discovered to form the energy potentials
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Fig. 2. Framework of the proposed CCS algorithm. It mainly consists of two phases, coarse foreground and background localization and CCS.

across all the images and α-expansion is used to minimize the
energy term. The method in [40] induces affinities among image
parts across images to compute the cosegments and improve
the accuracy by propagating the cosegmentation likelihood
maps among different images.

However, most of aforementioned cosegmentation ap-
proaches are designed for general objects, and cannot be well
adapted to clothing images since they do not consider the char-
acteristics of clothing. Besides, there has been little research
exploring the cosegmentation for clothing images with cluttered
backgrounds.

In the experiment section, we will compare the performance
of the proposed cosegmentation algorithm CCS with DClust [2],
CoSand [36] and CoComp [40]. These baseline algorithms come
from the aforementioned three groups of cosegmentation meth-
ods, respectively. They are widely used for experimental com-
parison in many works (e.g., [37], [38], [41]) and have been
proved effective for cosegmentation.

III. FRAMEWORK

The framework of the proposed CCS is illustrated in Fig. 2.
The whole cosegmentation process mainly consists of two
phases, coarse foreground and background localization and si-
multaneous clothing cosegmentation. To coarsely locate the po-
tential clothing region, the upper body detection is firstly con-
ducted. The bounding box enclosing the human upper body but
excluding the head will be treated as the candidate clothing re-
gion. Unfortunately, upper body detection is not sufficient for
locating the clothing region when the background is cluttered.
Motivated by the observations that the clothes are always the
major object of a shopping image and are commonly placed in
the central position to attract users’ attention, the co-saliency
map of each image is also considered. The results of upper body
detection and co-salient objects are combined to improve the
accuracy of clothing localization, in which each region in the
image set is initially classified as three labels: clothing, back-
ground, or uncertain.

The following phase for CCS is clothing/background model-
ing and clothing region cosegmentation. The clothing and back-
ground modeling is first conducted, in which GMM is adopted
to learn the appearance of clothing and background in each im-
age. In the next step, each image in the group will use the same

foreground and background GMMs to cosegment the common
clothing region. The results obtained from the cosegmentation
step are further used to update the GMMs of clothing and back-
ground. The step of clothing and background modeling and the
phase of cosegmentation are solved iteratively in such a way
until convergence. Finally, we will get the common clothing
region of each image.

IV. CLOTHING AND BACKGROUND LOCALIZATION

Suppose we are given M images I = {I1 , . . . , IM } which
contain the same clothing but have similar or different back-
grounds. The coarse clothing and background region localiza-
tion is first performed, in which the upper body detection and
saliency detection are combined to achieve this goal.

A. Upper Body Detection

The sellers make a fashion model wear the clothes to demon-
strate the real dressing effect. Therefore, if the human body is
detected, the clothing region can be roughly located as well.
Based on this observation, a human upper body detector is
trained using the code of Felzenszwalb et al. [42] to locate
the upper part of human body excluding the head. The upper
body model is defined by a coarse root filter, several high res-
olution part filters and a spatial model for the location of each
part relative to the root. The result of upper body detection is
a bounding box which encloses all the upper body excluding
the head of the model, as shown in the second row of Fig. 4.
We manually annotate upper body regions of additional 1000
clothing images and test it on a validation set of 500 images.
The detection will be treated as correct if the intersection area
between the detected region and the annotated region is greater
than 70%. The average accuracy of our detector is 80.4%. So, in
most cases, the clothing region is within this bounding box. We
set the region within the bounding box as the clothing region and
use F i

u to denote it for an image Ii . However, when the model
stands in one side or takes some items, such as a bag, in his/her
hands, it adds difficulty to the upper body detection, since the
upper body model captures frontal and near frontal views. The
upper body filter may have higher response at some regions in
the cluttered background compared to the actual body region,
which leads to a wrong bounding box. Fig. 3(a) shows some
error examples of upper body detection.
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Fig. 3. Error examples for upper body detection and saliency detection.
(a) Examples of upper body detection error. (b) Examples of saliency detec-
tion error.

B. Saliency Detection

To attract the attention of customers, the fashion model is
usually the salient region in each image. Besides, the size of
this region should not be too small. Otherwise, it will be easily
ignored by customers. Therefore, it is reasonable to locate the
model by detecting the salient region of the image. In this paper,
a simple but effective way is proposed to detect the salient object
in multiple clothing images, which consists of three steps. The
first step is to generate the candidate salient object windows
from multiple clothing images. In [43], many predefined salient
object windows are used to compute the intra-image saliency
map. However, these windows do not consider the positions of
the objects in the image. Different from their work, we propose
another method to automatically generate the candidate salient
object windows. For a group of clothing images, we find that
the salient object (i.e., the clothing region) in one image is
more likely to be at the same or nearby positions as in other
images. Therefore, we can use the bounding boxes in different
images to estimate the possible clothing region in each image,
together with its own bounding box. The bounding boxes in
different images of that group will be mapped to one image. If
the images have different sizes, we first scale the source image
and then map its bounding box to the target image. The results of
this procedure can be seen in the third row of Fig. 4. Therefore,
for an M -image group, we can have M bounding boxes for
each image. They can be seen as the candidate salient object
windows. One window is from the upper body detector and the
remaining is from the other M − 1 images in that group.

In the second step, Grabcut [20] is performed for each image
using the M candidate salient object windows. We will obtain

Fig. 4. Examples of region assignment. The first row shows the original im-
ages. The second row shows the results of upper body detection. The region
within the blue bounding box is the clothing region. The third row is the candi-
date windows by mapping the bounding boxes in different images. The fourth
row is the results of saliency detection. By setting a threshold, a salient object
mask of each image is obtained as shown in the fifth row. The last row illustrates
three different regions after upper body detection and saliency fusion.

M segments, and the clothing regions or their parts may appear
many times due to the overlapped candidate windows. A pixel
is salient if it is segmented as the object pixel by Grabcut for
multiple times. In the last step, we combine all the segmented
results to generate the saliency map. S(p) denotes the clothing
image saliency value at pixel p as [43]. It is defined as

S(p) =
1
Z

ΣM
s=1δ(Ls(p)) (1)

where Z is a normalized constant to ensure S(p) in the range of
[0,1]. M is the number of bounding boxes in each image. Ls(p)
indicates whether the pixel p is the foreground or the background
by Grabcut. δ(·) will be 1 if it is foreground, otherwise it will
be 0. A pixel will have the maximum salient value if it is always
segmented as the foreground by different bounding boxes.

The saliency maps are shown in the fourth row of Fig. 4.
Most clothing regions are highlighted with large salient values.
The fifth row is the salient objects by setting a threshold on its
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salient map. The threshold is computed adaptively as in [44], by
two times the mean saliency of a given image. The light area is
the foreground while the dark area is treated as the background.
From the images shown in Fig. 3(b), we can find that the salient
area is not always the clothing region. This is because the wrong
transferred bounding box will lead to mistakes. In some cases,
the GrabCut will falsely incorporate the background into the
salient region mistakenly.

C. Coarse Foreground and Background Localization

Although both upper body detection and saliency detection
may have mistakes, they complement each other from differ-
ent viewpoints. To get a robust estimation of the potential
clothing region, they are combined to better locate the cloth-
ing region. Each image is initially classified into three cat-
egories: foreground, background and uncertain regions. Let
F i

u and F i
s be the regions of upper body and salient object,

respectively. The intersection of these two regions F i
u ∩ F i

s

is treated as the initial clothing region T i
F of the image Ii ,

while the intersection of background regions F i
u ∩ F i

s is re-
garded as the initial background T i

B . The remaining regions of
the image Ii − F i

u ∩ F i
s − F i

u ∩ F i
s is the unknown region T i

U ,
which needs to be determined later. The last row of Fig. 4 il-
lustrates three different regions after upper body detection and
saliency fusion. The white area is the clothing region, and the
grey area is the uncertain region. The remaining black area is
the background.

V. CLOTHING COSEGMENTATION

Once the coarse clothing region is located, the foreground and
background GMM models will be computed, respectively. An
iterative scheme is used to cosegment multiple clothing images.

A. Foreground and Background Modeling

After coarse foreground and background localization,
the initial clothing regions TF = {T 1

F , . . . , TM
F } and back-

ground regions TB = {T 1
B , . . . , TM

B } are obtained. Let α =
{α1 , . . . , αM }, where αi = (αi

1 , . . . , α
i
n , . . . , αi

N ) indicates the
pixel xi

n in the image Ii belonging to the foreground or the back-
ground. Specifically, N refers to the total number of pixels in
the image Ii and αi

n ∈ {0, 1}, with 0 for background and 1 for
foreground. The remaining pixels are unknown which need to
be decided later. So all pixels xi

n ∈ TF are set to 1 and pixels
xi

n ∈ TB are set to 0.
Since the initial foreground TF and background TB contain

several major colors, two GMMs are used to model the color dis-
tributions of foreground TF and background TB , respectively.
In this work, the RGB color space is deployed. The clothing and
background GMMs are estimated using the pixels xi

n ∈ TF and
xi

n ∈ TB , respectively. The distribution of the GMM model is
defined as

p(x|c) =
K∑

k=1

πc
k

(2π)
d
2 |Σc

k |
d
2

· exp
[
−1

2
(x − μc

k )T(Σc
k )−1(x − μc

k )
]

(2)

where c indicates the background GMM (c = 0) or clothing
GMM (c = 1). x is a three-dimensional vector standing for the
RGB values of the pixel x. d represents the dimension of x,
which is equal to 3. μc

k and Σc
k are the mean value and co-

variance matrix of the kth Gaussian of the clothing/background
GMM, respectively. πc

k is the weighting factors of the kth Gaus-
sian of clothing/background, respectively. All parameters are
determined by the EM algorithm. K is the number of Gaussian
distributions, which is set as 4 in our experiments.

So, the parameters of the GMM models are

θ = {π(c, k), μ(c, k),Σ(c, k), c = 0, 1 and k = 1, . . . , K}
(3)

where π is the weight. μ is the mean and Σ is the covariance of
the 2K Gaussian components for the clothing and background
distributions.

B. Clothing Region Cosegmentation

After modeling the initial foreground and background
GMMs, these two models are used to cosegment the fore-
ground (clothing regions) TF from each image Ii . The fore-
ground GMM and background GMM are two full-covariance
Gaussian mixtures with K components, respectively. Each im-
age Ii has an additional vector ki = {ki

1 , . . . , k
i
n , . . . , ki

N }, with
ki

n ∈ {1, . . . , K}, which indicates each pixel belonging to the
clothing or background GMM model, according to αi

n = 0
or 1.

The energy minimization approach is adopted to solve the
cosegmentation task based on Graph Cut [4], which is a very
popular and widely used approach in computer vision problems,
such as image segmentation and image matting, to solve the
energy minimization problem. A foreground/background seg-
mentation corresponds to an array αi = (αi

1 , . . . , α
i
n ) for each

pixel. ai
n ∈ {0, 1}, with 0 for background and 1 for foreground.

Each segmentation result also has an energy E, in which a good
segmentation should have a small value.

To extend the traditional Graph Cut-based segmentation to
multiple images, we redefine the Gibbs energy for M images as

E =
M∑

i=1

e(αi, ki, θ, xi) (4)

where the Gibbs energy for image Ii is

e(αi, ki, θ, xi) = U(αi, ki, θ, xi) + V (αi, xi). (5)

U is the data term which evaluates the fitness of the distribution
αi to the data xi in image Ii . θ represents the GMM model.

The data term U is defined by taking account of the color
GMM models as

U(αi, ki, θ, xi) =
∑

n

D(αi
n , ki

n , θ, xi
n ) (6)

where

D(αi
n , ki

n , θ, xi
n )=−log p(xi

n |αi
n , ki

n , θ)−log π(αi
n , ki

n ) (7)

p(·) is the Gaussian probability distribution, and π(·) is the
mixture weighting coefficient.
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Fig. 5. Illustration of the clothing model. At the beginning, the clothing re-
gions are coarsely assigned by upper body detection and saliency detection. By
using this initial clothing model, our cosegmentation algorithm can get a refined
result. Then, these refined results are used to update the clothing model, which
will be used for next round cosegmentation.

The smoothness term V is computed as

V (αi, xi) = γ
∑

(m,n)∈N
δ(αi

n − αi
m )e−β‖xi

m −xi
n ‖2

(8)

where δ(·) is the indicator function which means that this
smoothness term only exists when αi

n �= αi
m . ‖ · ‖ is the

Euclidean distance of neighboring pixels xi
m and xi

n in neigh-
borhood N . γ is a constant to decide whether to encourage
smoothness or not. β is another parameter to adjust the similar-
ity value as in [4].

Minimum cut is adopted to solve the energy minimiza-
tion problem. We use the foreground/background GMM mod-
els to segment each image Ii and get its minimum energy
e(αi, ki, θ, xi). The whole energy E of multiple images is the
sum of these individual energies as defined in (4). A minimum
energy and its corresponding segment result will be obtained
after cosegmentation. All the segmented foreground and back-
ground will be used to update the GMM models, since the
initial foreground GMM and background GMM are not accu-
rate due to the coarse clothing region localization. Inspired by
the work of GrabCut [20], we use an iterative scheme to solve
the cosegmentation problem. During the foreground and back-
ground modeling, the cosegmentation results T ′

F and T ′
B are

used to update the previous foreground and background GMMs,
respectively, as shown in the left side of Fig. 5. During the cloth-
ing region cosegmentation, the updated models will be used to
cosegment the images as shown in the right side of Fig. 5. Then,
the energy minimization problem is optimized again based on
the new foreground/background GMM. Such an iteration will
be repeated until the energy E converges. So, the parameter α
is automatically refined in each iteration and the newly formed
foreground T ′

F and background T ′
B refine the color GMM pa-

rameters θ. The algorithm is guaranteed to converge at least to
a local minimum according to Rother et al. [20].

The cosegmentation algorithm is summarized in Algorithm 1.
We start with the initial foreground TF , background TB and
undetermined region TU . Then the foreground and background
GMM models are learned from these regions, respectively. After
that, the clothing regions are iteratively cosegmented and the
foreground and background are updated until convergence.

Algorithm 1: Clothing Cosegmentation.
Input:

(1) TB : the initial background regions in multiple
images; TF : the initial clothing regions in multiple
images; TU : the remaining unknown regions;

(2) Initialize αn = 0 for n ∈ TB and αn = 1 for
n ∈ TF ;

(3) Background and clothing GMMs are initialized
from sets αn = 0 and αn = 1, respectively;

Output:
Clothing regions T ′

F ;
1: while not converged do
2: Assign GMM components to pixels: for each n in TU

ki
n := arg min

ki
n

D(αi
n , ki

n , θ, xi
n )

3: Learn GMM parameters from data x:
θ := arg min

θ
U(α, k, θ, x)

4: Estimate segmentation: use min cut to solve:

min
{an :n∈TU }

min
k

M∑

i=1

e(αi, ki, θ, xi)

5: end while
6: return T ′

F ;

TABLE I
CATEGORY DISTRIBUTION OF THE COSEGMENTATION DATASET

Cotton Clothes 23.1% Jacket 3.3% Dress 14.1%
Wind Coat 5.6% Suit 4.9% Sweater 20.1%
Cotton Coat 16.4% Shirt 9.9% T-shirt 2.6%

VI. EXPERIMENTS

To verify the performance of the proposed approach, we con-
duct the experiments to quantitatively compare our method with
other state-of-the-art cosegmentation approaches as well as tra-
ditional single image segmentation algorithms.

A. Dataset and Performance Metric

Although there are a limited number of datasets involving
clothing images (e.g., [6], [45], [46]), they are not suitable for
the CCS task, because they only have single image. Since there
is no publicly available dataset for CCS, a new dataset specific
for CCS has to be built. To evaluate the cosegmentation perfor-
mance, we have to manually segment every image and mark the
clothing region as the ground truth, which is a laborious task.
It is impossible to construct a large scale dataset for evaluation.
Therefore, we collect 1 000 images downloaded from Taobao,
one of the largest online shopping websites in the world, as the
dataset. This dataset consists of 304 groups of clothing images
(with resolution of 420 × 420 or 420 × 350), in which each
group contains 2∼7 images with fashion models wearing the
same clothes as shown in Fig. 1. These images are taken in
the natural scene with cluttered backgrounds and from different
viewpoints. The distribution of the clothing categories of the
dataset is listed in Table I.
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TABLE II
PERFORMANCE COMPARISON ON DIFFERENT METHODS

OF CLOTHING AND BACKGROUND LOCALIZATION

Algorithm Accuracy (%)

CCS with fixed bounding box 40.1 ± 21.7
CCS with saliency detection only 44.0 ± 21.7
CCS with upper body detection only 56.9 ± 20.8
CCS combining upper body and saliency detection 62.7 ± 17.8

As the widely used measurement for PASCAL challenges
and cosegmentation evaluation (e.g., [34], [36]–[38]), accuracy
is adopted as the performance metric, which is defined as the
intersection between the cosegmentation result and the ground
truth |GTi ∩Ti |

|GTi ∪Ti | , where GTi and Ti are the ground truth and the
segmentation result of the ith image, respectively.

Three sets of experiments are conducted to verify the effec-
tiveness of the proposed approach. The performance of clothing
region localization is first conducted. And then the performance
of the proposed algorithm is compared with the state-of-the-
art cosegmentation algorithms and several single image seg-
mentation methods, respectively. The speed efficiency is finally
analyzed.

B. Comparison of Clothing Region Localization Methods

Since the initial clothing region localization will affect the re-
sult of co-segmentation, we will first evaluate the performance
of the initial region assignment to verify the improvement of
the proposed method. It is compared with three different region
assignment methods, i.e., simple fixed bounding box, saliency
detection only, and upper body detection only. The following
steps of CCS remain the same for these methods. Since the hu-
man being or clothing is usually placed in the middle area of
a shopping image, we use a simple region initialization as the
baseline, in which the central area in each image is regarded as
the initial clothing area. The central area is set to 60% of the
width and height of the original image size. For the saliency
detection only baseline, the salient object mask is used to de-
termine the coarse clothing region. The white region shown in
the last row of Fig. 4 is the initial clothing region and the black
region is the initial background region. For the baseline of up-
per body detection only, the bounding box of upper body is
used to locate the initial clothing region. That is, the area in-
side the bounding box is treated as the initial foreground region,
as shown in the second row of Fig. 4, while the remaining is
regarded as the initial background area.

The performance comparison is listed in Table II. From this
table, we can see that different strategies for clothing and back-
ground localization affect the performance significantly. The
proposed algorithm CCS combining upper body detection and
saliency detection outperforms other region localization meth-
ods. CCS with the fixed bounding box method has the worst
result. The accuracy is only 40.1%. A fixed bounding box does
not consider the varied poses and the proportion of the human
body in different images as shown in Fig. 1. The accuracy of CCS
with saliency detection only is 44.0%, around 10% improvement

TABLE III
PERFORMANCE COMPARISON WITH STATE-OF-THE-ART

COSEGMENTATION APPROACHES

Algorithm Accuracy (%)

CoSand [36] 17.7 ± 17.7
DClust [2] 26.1 ± 14.8
CoComp [40] 42.9 ± 21.1
CCS 62.7 ± 17.8

compared to the fixed bounding box method. Since the detected
saliency region is not always good, especially in the scenario of
cluttered background, causing the relatively poor cosegmenta-
tion performance. With the assistance of human parts and spatial
relationships among them, the clothing region localization based
on upper body detection can better locate the clothing, so that
cosegmentation performance is improved. Upper body detection
and saliency detection complement each other. Their combina-
tion can more accurately locate the potential regions of clothing
and background, which further improves the performance. It
reaches 62.7%.

C. Comparison of State-of-the-Art Cosegmentation Methods

In this section, we will compare the performance of the pro-
posed cosegmentation algorithm CCS with three cosegmenta-
tion algorithms, DClust [2], CoSand [36] and CoComp [40].
Their publicly available codes are run on our CCS dataset. The
parameters are set as the default values. DClust [2] simultane-
ously assigns foreground and background labels to all images
by combining the bottom-up image segmentation and kernel
method in a discriminative clustering framework. CoSand [36]
models the segmentation task as the temperature maximization
problem on anisotropic heat diffusion. The finite heat sources
which maximize the temperature correspond to segments after
the diffusion theoretic optimization. For CoComp [40], visually
matching techniques across images are introduced to compose
the common object. The performance comparison with these
cosegmentation methods is listed in Table III.

From Table III, we can see that the cosegmentation perfor-
mance of DClust and CoSand is quite poor, only 26.1% and
17.7%, respectively. The result of CoComp is relatively better
than the former two cosegmentaion methods, reaching 42.9%.
These three cosegmentation algorithms are general object ori-
ented, not special for clothing images, which do not consider the
characteristics of clothing images. For the complicated problem
of clothing image cosegmentation, general-purpose cosegmen-
tation approaches totally fail. These images captured in natural
scenes have too many common objects compared to those in
traditional applications. The fashion models, the clothes and
even the background objects are very similar among multiple
images, although there exist differences in some parts, which
make classic approaches incompetent to cope with these com-
plicated scenarios. On the contrary, the proposed CCS method
makes good use of the properties of clothing images, which
achieves good performance. With the help of clothing and back-
ground localization, the clothing region is roughly located. Then



ZHAO et al.: CLOTHING CO-SEGMENTATION FOR SHOPPING IMAGES WITH CLUTTERED BACKGROUND 1119

Fig. 6. Cosegmentation result comparison with state-of-the-art cosegmenta-
tion approaches. The first row shows the original images. The second to fourth
rows are the results using DClust [2], CoSand [36], and CoComp [40], respec-
tively. The last row shows the results of the proposed cosegmentation algorithm
CCS.

the foreground and background GMM models from multiple
images are jointly modeled and an iterative scheme is used to
cosegment these images. The clothes in multiple images can be
correctly captured.

Fig. 6 demonstrates the results of CCS using different coseg-
mentation approaches. The second to fourth rows correspond
to the results of CoSand, DClust and CoComp, respectively.
The last row shows the cosegmentation results of CCS. From
this figure, we can see that the performance of CCS outperforms
classic cosegmentation algorithms. Because the clothing images
usually have cluttered backgrounds, they cannot distinguish the
clothing regions from the backgrounds. Due to the complex
background, the performance of CoSand is quite bad. Most of
the cosegmentation results contain too much background. For
some images in the second row of Fig. 6, the results after coseg-
mentation are almost the same as the original images, in which
a large portion of background is falsely treated as foreground.
The clothing cannot be correctly extracted. The performance

TABLE IV
PERFORMANCE COMPARISON WITH CLASSIC

SINGLE IMAGE SEGMENTATION ALGORITHMS

Algorithm Accuracy(%)

Efficient Graph Cut [19] 37.6 ± 17.8
MNcut [21] 18.1 ± 9.5
GrabCut [20] 54.2 ± 18.3
Category Independent Object Proposals [22] 35.1 ± 26.2
Paper Doll Parsing [6] 43.5 ± 18.3
CCS on single image 55.8 ± 19.9

of DClust is better than CoSand. Unfortunately, some cloth-
ing regions are falsely treated as background and are removed.
Even for some cases, no clothing regions are kept, for example
the second and third images shown in the third row of Fig. 6.
The results generated by CoComp are relatively better than the
former two algorithms. We can see that the results mistakenly
incorporate some background regions. Since the CoComp will
first compute the affinities between images parts, it will find
the shared regions from background. Therefore, when the back-
grounds of multiple images are similar, it tends to treat some
background regions as the shared foregrounds. On the contrary,
although the results of CCS are not perfect, the performance
is much better than other cosegmentation approaches, which
are very close to the real clothing regions. The clothing and
background models can be more accurately estimated. By using
these models, the cosegmentation accuracy is much higher.

D. Comparison of Single Image Segmentation Algorithms

In addition to the comparison with the state-of-the-art coseg-
mentation approaches, we also compare our algorithm with the
classic single image segmentation approaches. Five algorithms,
Efficient Graph Cuts [19], Multiscale Normalized Cut (MN-
cut) [21], GrabCut [20], Category Independent Object Propos-
als [22] and Paper Doll Paring [6] are chosen as the baselines,
which are widely used for single image segmentation or clothing
parsing. Efficient Graph Cuts [19] is based on graph theory and
pairwise region comparison, which is very fast in practice. The
default parameters are used to segment the images and the best
clothing region is manually selected. MNcut [21] is based on the
Normalized Cut graph partitioning framework. It compresses a
large fully connected graph into a multiscale graph capturing
the image structure at an increasingly large neighborhood, and
segments the image into k parts. The publicly available tool
is used in this experiment. We set k = 2, and manually select
the segmented region which produces a higher accuracy. Grab-
Cut [20] provides an interactive way for image segmentation.
With the assistance of a user specified bounding box around
the object, it estimates the color distributions of the target ob-
ject and background, and the energy minimization is conducted
alternatively until convergence. In our experiment, we initially
set the center region (60% of the width or height) to be the
potential clothing region instead of manually specifying. Al-
though Category Independent Object Proposals [22] is not de-
signed for image segmentation, it can generate some object
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Fig. 7. Performance comparison with classic single image segmentation algorithms. The first row is the original images. The results of Efficient Graph Cut [19],
MNcut [21], GrabCut [20], Category Independent Object Proposals [22], and Paper Doll Parsing [6] are show in the second to sixth rows, respectively. The results
of CCS using only single images are shown in the fourth row. The last row is the cosegmentation results of CCS using multiple clothing images.

proposals and the clothing can be treated as an object. So we
also compare with it. The best proposal is chosen as the clothing
region. The clothing can be parsed with Paper Doll Parsing [6],
by retrieving similar outfits from the parsed collection, building
local models from retrieved clothing items, and transferring in-
ferred clothing items from retrieved samples to the query image.
The results usually contain multiple clothing items as well as
some human parts. A best parsing area is manually selected as
the clothing region.

Table IV lists the performance comparison with five segmen-
tation or parsing approaches. The accuracy of Efficient Graph

Cut is 37.6%. It can segment the clothing with similar color
well, since it mainly uses the color feature to do the pairwise
region comparison. Diverse colors or textures will make the
result incomplete. The accuracy of MNcut is very poor, only
18.1%. The edges with high contrast existing in both clothing
and background make it difficult to segment the clothing prop-
erly. Besides, MNcut tends to segment an image into homoge-
neous regions with similar color or texture as Efficient Graph
Cut. However, the clothing is usually heterogeneous (i.e., the
clothing may consist of different colors and textures), so MNcut
may not segment the whole clothing properly. Moreover, the
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cluttered background further aggravates this situation. For
GrabCut, the accuracy reaches 54.2%, which is much better
than MNcut. With the assistance of clothing localization, the
performance is significantly improved. As an object detection
algorithm, the best object proposal generated by Endres and
Hoiem [22] is not always the clothing region, since it lacks
the prior information about the clothing category. Its accuracy
is 35%, slightly worse than Efficient Graph Cut. The accuracy
of Paper Doll Parsing is 43.5%, much better than MNcut but
relatively worse than GrabCut. It can accurately locate the hu-
man body and remove the cluttered backgrounds. However, the
clothing region will be incomplete when the clothes are striped
or plaid. The result of our single image implementation of CCS
is slightly better than GrabCut, reaching 55.8%. When only one
image is available, the segmentation of CCS is quite similar to
GrabCut, both using the GMM and graph cut. The difference
mainly lies in the clothing localization.

Fig. 7 illustrates two sets of clothing segmentation results us-
ing different single image segmentation approaches. We can see
that the performance of Efficient Graph Cut is poor when the
clothing contains multiple colors or has strips such as Fig. 7(a).
It will segment it into several regions, leading to an incomplete
result. The results of MNcut are also very poor. Since the MNcut
is set to bi-segment the image, it tends to classify a heteroge-
neous region apart and leave the remaining cluttered region as
a different class. Usually the clothing is in the cluttered region
which includes the majority of the image. The result of Grab-
Cut is much better. Most clothing can be segmented properly.
However, the fixed bounding box is not competent for all cases
of fashion models. If the fashion model is not in the center or
the model only takes a small portion of the whole image, such
as the first image in Fig. 7(a), the segmentation result becomes
poor. The extracted clothing is incomplete or a large portion of
background is falsely treated as the clothing region. Category
Independent Object Proposals of [22] is bad when the image
has cluttered background, such as Fig. 7(a), which contains the
majority of the background or only a small part of the clothing
region. In general, the results generated by Paper Doll Parsing
are not too bad. Most of the clothing region is correctly ex-
tracted. It can parse the clothing well when the clothing has
pure color or simple texture. Unfortunately, when the clothing
is striped or plaid, the clothing region will be incomplete or dis-
connected. CCS on single images works generally better than
GrabCut, although some background may be falsely treated as
clothing, e.g., the red sofa in the second set. The segmenta-
tion performance of CCS on multiple images can be further
improved because of the extra information provided by other
images. Even if the clothing location is not properly initialized,
the global clothing/background GMM models can partially cor-
rect the mistakes.

E. Efficiency Analysis

In addition to the performance on effectiveness, we also eval-
uate the speed efficiency. The experiments are conducted on a
3.1 GHz processor with 4 GB memory. The code is implemented
with MATLAB. It takes 3 min on average, and 5∼15 min to seg-

ment a pair of images using CoComp and DClust, respectively,
which are very slow. For the image group containing more than
three clothing images, DClust takes even more than 30 min,
which is intolerable. The optimization method of DClust has an
overall complexity of O(s2), where s is the number of superpix-
els. CoSand is the most efficient one, which usually takes 7∼10
s to cosegment a group of images.

The following three factors mainly affect the computation
cost of the proposed method: upper body detection, saliency
detection, and cosegmentation. The iterative CCS process is
very efficient. Segmenting a pair of images only takes 0.3 s
on average. For the image group with the largest number in
our experiment (7 images), the time cost is 1.2 s. The common
clothing regions will be extracted efficiently by the proposed
approach. Typically, the time cost is mainly spent on the step
of coarse clothing region localization. It takes on average 3.2 s
to detect the upper body in each image. To accelerate the speed
of saliency detection, we run GrabCut using different candidate
windows in parallel for each image and it takes about 3.1 s
to compute the saliency map. Overall, it takes less than 8 s to
cosegment each group of images. Moreover, since the proposed
algorithm is based on the graph cuts and MRFs, the Gibbs
energy can be optimized by minimum cut efficiently. Given the
bounding box of a clothing area, it will take less than 0.5 s to
finish the segmentation, including GMM modeling and energy
optimization. The GrabCut will take about 0.7 s to segment one
image. It needs more time to do the border matting operation.
From this experiment, we can see that the proposed approach is
more efficient compared to the state-of-the-art methods.

VII. CONCLUSION

In this paper, we propose a novel clothing image cosegmen-
tation algorithm which mainly consists of two phases, coarse
clothing region localization and clothing cosegmentation. Up-
per body detection and saliency detection are combined to
coarsely locate the clothing region. Based on these initial cloth-
ing/background areas, the clothing and background GMMs are
learnt and updated to jointly segment and extract the clothing
regions in those images. The experimental results demonstrate
that the effectiveness of the proposed method both in single
image segmentation and multiple image cosegmentation.

Our cosegmentation algorithm is mainly designed for the
clothing images with fashion models, because these images are
usually taken in the natural scenes with cluttered backgrounds.
The clothing images without human usually have clean back-
grounds and are easy to extract the clothing region.

In our future work, we plan to integrate the characteristics
of clothing, such as symmetry, style consistency and location
constraint into our cosegmentation framework to further im-
prove the cosegmentation performance. For clothing images
with cluttered background, the search results of current com-
mercial search engines are very bad. In the future, the clothing
extraction will be integrated into the clothing visual search sys-
tems to improve the retrieval accuracy, which can deal with
street photos with complex backgrounds.
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